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Control and data acquisition hardware
IPFN develops control and data acquisition hardware with the aim of providing the projects with modules
and systems with adequate performance and characteristics. The specifications are dictated by the
specificities of the experiments, and are usually not available in the industry. Other objectives are cost
reduction, good reliability and maintainability.

The developed hardware is based on industrial standards (VME, PCI, ATCA …) with state-of-the-art
components (DSPs, FPGAs, DDR2 …) being planed the quality certification in collaboration with ISQ
(Instituto de Soldadura e Qualidade).

Control and data acquisition software
IPFN developed a platform for control and data acquisition hardware, FireSignal, available in Linux and
Windows operating systems. This software allows the control of experiments in the usual sequence of
parameterization, start/end and data collection, as well as continuous control, based on event
management. The platform was developed according to a distributed topology and consists in two or more
servers containing the parameterization database and collected and/or processed, to which several clients
are interconnected by several data transport networks. The clients are the system operators (local or
remote and controlling several or the same experiment) as well as the computers that contain the control
and data acquisition hardware. The capacity of participation and remote operation of experiments as well
as the support for collaboration and remote communication is native to FireSignal and it is managed
through a user interface which congregates all the functions.

More information about the software platform can be obtained in:

MARTe

FireSignal

SDAS

Algorithms for signal processing
IPFN presently develops algorithms for signal processing in the areas of spectroscopy, microwave
reflectometry, tomography and control in fusion plasmas. The codes are developed for processors with
algorithm parallelization capacity (FPGAs and DSP farms) as well as conventional processors.

Computation and parallel processing
IPFN developed a computer cluster based on low cost PCs motherboards aimed at the teaching of parallel
processing techniques in plasma physics. 3 shows the cluster’s hardware. IPFN is presently collaborating in
the development of a GRID computational structure for the European fusion community.
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http://10.136.240.250/CODAC/IPFN_Instrumentation/Boards
http://10.136.240.250/CODAC/IPFN_Instrumentation/Design_Guidelines
http://10.136.240.250/CODAC/IPFN_Instrumentation/Production_Guidelines
http://10.136.240.250/CODAC/IPFN_Instrumentation/Systems
http://www.iop.org/Jet/fulltext/EFDC090102.pdf
http://10.136.240.250/CODAC/FireSignal
http://10.136.240.250/CODAC/SDAS


Networks and real-time transport of timing and events
One of IPFN objectives is the development of a communications network which allows the simultaneous
real-time transport of data and events with temporal latencies in the microsecond order or below as well
as the synchronization of network nodes with a precision inferior to 100 ns. IPFN has developed a
proprietary network with these characteristics (implemented in UKAEA) and is presently studying the
applicability of the industrial standard 10 Gb Ethernet to this aim.
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