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Technical Specification and Statement of Work for investigating and demonstrating technologies for CODAC High Performance Networks

ABSTRACT

CODAC is the integrated and distributed Control, Data Access and Communication system responsible for operating the ITER device. Some functions of CODAC require deterministic, hard real-time communication and synchronization between distributed nodes. These requirements are addressed by the CODAC High Performance Networks. This task aims to investigate potential commercial off-the-shelf technology solutions and to build small prototypes to demonstrate requirements can be met.
The task has to be executed by an unbiased bidder, therefore excluding any commercial company providing any kind of network products. The bidder must have at least 10 years proven experience in large physics experiment environment. The bidder must have proven experience in the following technologies; real-time networking, synchronization, timing (IEEE1588), embedded technologies (VME, PCIe, PXI) and RTOS (vxWorks, real-time Linux).  
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1 Introduction 

1.1 Purpose and Scope of the Document

This document specifies the requirements and technology demonstrators of the CODAC high performance networks. It defines the scope of work to approach the problem by market surveys, literature studies and implementation of small COTS prototypes. 

1.2 Glossary and Definitions

IO site – ITER Organization site at Cadarache.

Resolution – defined as granularity of the clock; i.e. relates to the smallest difference in time which can be distinguished.

1.3 Abbreviations and Acronyms

	AVN 
	Audio Video Network

	CIN 
	Central Interlock Network 

	CIS 
	Central Interlock System 

	CODAC
	Control, Data Access and Communication

	COTS
	Commercial Off The Shelf

	EDN 
	Event Distribution Network

	EMC
	ElectroMagnetic Compatibility

	EMI
	ElectroMagnetic Interference

	HPN 
	High Performance Networks

	I&C
	Instrumentation and Control

	NMN
	Network Monitoring Network

	I/O
	Input/Output

	IO
	ITER Organization

	ITER 
	International Thermonuclear Experimental Reactor

	MCR
	Main Control Room

	N/A
	Not Applicable

	NTP
	Network Time Protocol

	PCDH
	Plant Control Design Handbook

	PCI
	Peripheral Component Interconnect

	PCIe
	PCI Express

	PCN 
	Plant Commissioning Network

	PON 
	Plant Operation Network

	POZ 
	Plant Operation Zone 

	QA 
	Quality Assurance  

	RO
	Responsible Officer 

	SCS
	Supervisory Control System

	SDN 
	Synchronous DataBus Network

	SRD     
	System Requirements Document

	TCN 
	Time Communication Network

	VME
	Versa Module Europa

	ATCA
	Advanced Telecommunications Computing Architecture

	cPCI
	CompactPCI


1.4 Requirements of the bidder

The bidder must be unbiased and not a commercial provider of network products. 

The bidder is expected to have at least 10 years experience in developing control systems for large physics experiments. In particular the bidder is expected to have some experience with

· Timing distribution (e.g. IEEE1588)

· Real-time synchronization 

· Real-time event distribution 

· Real-time deterministic networking 

· Real-time operating systems

· Real-time data acquisition, processing and archiving

· Video and voice communication over network

· Embedded technology (e.g. VME, PCI, PXI, cPCI, PCIe, ATCA)

· FPGA

The bid shall include references and short descriptions to projects using technologies mentioned above. 

Further, active participation in some international network standardization organization would be seen as an asset.

2 Related Documents

2.1 Applicable Documents

N/A

2.2 Reference Documents

[RD1]  Plant Control Design Handbook, 24 April 2008 (27LH2V v2.1)

[RD2]  CODAC SRD 4.5  28 April 2008 (28C2HL_v1_3)

[RD3]  ITER QA Plan 29 May 2008 (2EJMFJ_v1_0)

3 Technical Specification

3.1 Overview

ITER CODAC includes the communication infrastructure required to connect the distributed Plant Systems and CODAC Systems [refer to RD1]. The identifications of networks and connections of one Plant System are illustrated in Figure 3.1.
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Figure 3.1 CODAC Networks
The CODAC architecture is based on distributed systems connected over a set of complementary asynchronous and synchronous networks.  Each Plant System and CODAC Systems can communicate over one or more networks for different purposes depending on the required functionality, volume of data, bandwidth and latency. The following are logical networks derived from the requirements.

Asynchronous general purpose Plant Operation Network (PON) provides the backbone of CODAC communication for most CODAC data traffic. General ITER Networks (GIN) used to connect between the Plant Operation Zone and external Experiment and Analysis Sites.

The High Performance Networks of concern in this technical specification are:

· Synchronous DataBus Network (SDN)

· Time Communication Network (TCN)

· Event Distribution Network (EDN)

· Audio Video Network (AVN)

It shall be explored if these logical networks can be merged in fewer physical networks.

Based on the requirements in section 3.2 the Consultant is expected to set up small COTS based or existing systems prototypes to evaluate particular aspects of the requirements with current available industry standards. 

3.2 High Performance Networks 

HPN interfaces CODAC systems with Plant Systems I&C (i.e. subsystem controller) through I&C Bridge and Network Interface Units as shown in figure 3.1.  Subsystem controller shall be PLC, PC or standardized embedded technology, e.g. ATCA/PCIe/CPCI/cPCI [TBD] or any potential COTS technology.

Common requirements

· HPN shall employ international, well-recognized and non-proprietary solutions and standards where they exist and are appropriate. 

· HPN shall be as much platform and operating system independent as appropriate. 

· HPN shall use communication standards with a view to minimise cost and maximise evolution when new technology becomes available.

· HPN  shall  have  maximum distance 2 km between nodes (i.e., Plant Systems) 

· HPN shall use fiber optic infrastructure as physical transport.

· HPN shall be configurable and manageable remotely.

· HPN shall archive all the data flow with time stamp.

· HPN shall be extensible by nodes and channels per node without any performance degrade.
· HPN shall be compatible to IEC 61000 standard

3.2.1 Synchronous DataBus Network (SDN)
SDN is used for deterministic communication between CODAC systems and Plant Systems, which cannot be guaranteed with conventional technology as used by PON. 

The purpose of  SDN is to provide data exchange between multiple Plant Systems and CODAC systems for plasma feedback control with a performance cycle time on the order of 1 ms. 

SDN interfaces CODAC systems with Plant System I&C (i.e., subsystem controller) through I&C bridge and SDN Interface Unit as shown in figure 3.1.  

 SDN requirements

· SDN shall receive and distribute data from and to at least 50 nodes.
· SDN shall provide a guaranteed data transfer of 5000 signal values (8 bytes per signal) in 1 msec with 0.01 msec RMS jitter.

3.2.2 Time Communication Network (TCN)

The purpose of TCN is to provide the distribution of timing information to plant wide I&C for synchronization and time stamping to processes, data, and actions/events.

TCN interfaces CODAC systems with Plant System I&C (i.e., subsystem controller) through I&C bridge and TCN Interface Unit as shown in figure 3.1. Also TCN provides interface to NTP server, stable Master Clock and other potential technology. TCN interface shall allow to generate synchronized clock from timing information with guarantied phase alignment and jitter.

TCN requirements

· TCN shall have at least single master timing generator node and at least 120 timing slave receiver nodes.

· TCN shall have 10 nsec resolution for distribution of timing information from master timing generator to slave receiver nodes with 10 nsec RMS jitter.
· TCN shall employ open standard like UTC, GPS, NTP, IEEE 1588.
3.2.3 Event Distribution Network (EDN)

The Event Distribution Network (EDN) manages the events signalling among CODAC Systems and Plant Systems with a lower latency than the Synchronous DataBus. 

EDN interfaces CODAC systems with Plant System I&C (i.e., subsystem controller) through I&C Bridge and EDN Interface Unit as shown in figure 3.1. 

The purpose of EDN is to provide distribution of events among Plant Systems and CODAC Systems and generation of timing signals based on events type that Plant Systems I&C needs. 

Events shall be received and generated from hardware signals and from software configuration, according to programmable logic.

EDN requirements 

· EDN shall interface at least 120 nodes. 

· EDN shall have maximum10 µs latency for node to node delivery of  its event signal with a  

100 nsec RMS jitter.

· EDN shall  have 100 nsec resolution for generating signals, time-stamping  and recording. 

· EDN shall have at least 64 bits event coding. 

· EDN shall be compensated for event propagation delay with a 10 nsec resolution. 

3.2.4   Audio Video Network (AVN)

The purpose of the AVN is to provide plant wide distribution of surveillance audio-video signals and diagnostics video data.

AVN interfaces standard source devices like camera, mic etc. and standard  receiving devices like screens, TV, remote displays (i.e., surveillance I&C and diagnostics  camera) with methods for controlling and monitoring these devices both remotely and locally. AVN shall use open standard, lossless compression/decompression COTS technology.

AVN interfaces CODAC systems with Plant System I&C (i.e., subsystem controller) through I&C Bridge and AVN Interface Unit as shown in figure 3.1.  

AVN requirements

· AVN shall interface at least 120 nodes for surveillance and at least 20 nodes for diagnostics.

· AVN shall have at least 30 frames per second with 1024 x 1024 frame size data source rate at node.
· AVN shall interface to surveillance I&C including at least 200 camera positions (with audio), 10 large area display screens, 100 single TV displays over ITER site.

3.2.5  Technology requirements 

· HPN shall have at least 1Gb/s  communication link

· HPN shall use ethernet standard, dedicated link or existing solution 

· HPN can use shared physical network(s). 

· HPN shall minimize custom development and maximize use of COTS products

· HPN shall employ market leading potential technology  ( Example :  PCIe, ATCA, cPCI, VME or any other legacy systems ) PCI Mezzaine Card , MicroTCA

4 Statement of Work

4.1 Task description

· Analyze the requirements as stated in Section 3.

· Perform a market survey to identify possible COTS products or existing systems fulfilling or approaching the stated requirements.

· Perform a literature study on networking trends and attempt forecasting technology evolution. Identify requirements which cannot be fulfilled with today’s or tomorrows COTS.

· Perform tradeoff analysis between different solutions.

· Build up demonstrators of COTS products or existing systems and perform benchmarks to validate performance.

· Document all results including recommendations to ITER.

4.2 Project schedule and key milestones

The contract shall span over a period of not more than 25 weeks, from kick-off to delivery of the final results. Key milestones are:

	Milestone
	Dates

(weeks)
	Location and Deliverables

	Kick-off meeting
	T0 


	At start of contract (T0). This meeting will be held at IO premises in Cadarache. 

Minutes of Meeting.

	Progress meeting
	Every 4 weeks
	These meetings shall be held via phone or video conference. 

Minutes of Meeting.

	Delivery of preliminary report 
	T0 + 12 weeks 
	To be held via phone or video conference 

Upon this meeting the Consultant shall deliver a preliminary report, which shall be reviewed by IO. This report will include the specification of the demonstrator to be approved by IO before the work will be launched.

	Final Review meeting
	T0 + 24 weeks 
	To be held at Consultant premises.

Upon this meeting IO shall witness any demonstrator implemented by the Consultant, the Consultant shall present a final report, which shall be reviewed by IO.

	Delivery of final report
	T0 + 25 weeks 
	Taking into account IO’s comments, to be recorded upon the final review meeting, the Consultant shall deliver the final report.


Minutes of meetings and review reports, including action item lists, shall be written by IO and drafts shall be sent to the Consultant by e-mail not later than 3 days after the meeting. After agreement by the Consultant, by e-mail, the minutes of meeting and review reports shall be released. 

It is expected that the tasks above can be carried out by one expert. Furthermore, it is envisaged that one or two visits on site are sufficient.

4.3 Deliverables

All documentation shall be written in English and delivered in MS Office 2003 format (.doc).

· Progress reports shall be submitted by the Consultant to IO every four weeks. Each progress report shall summarize the work done during the reporting period and describe any problems encountered. The progress report shall be delivered 3 working days before the corresponding progress meeting.

· An intermediate report describing the partial conclusions about the requirements, the market survey and the specification of the demonstrator.

· A final report including:

· Results of requirement analysis.

· Results of market surveys and evaluation of COTS products or existing systems compared to IO requirements.

· Tradeoffs between different products.

· COTS documentation.

· Industry points of contact.

· Identification of areas requiring custom development.

· Specifications of all hardware (including brand and model) and software (including OS, packages, components, versions, licenses, and configuration) for any demonstrator.

· Specification and results of performance benchmarks.

· Recommendations to IO.

This report shall state about specific IO criteria such as:

· Availability/reliability and evolution of technology

· Environment conditions supported

· Compliance to standards

· Longevity of the solution/suppliers

· Best industrial scheme

· Pricing estimation

· Any developed applications with source code used for demonstration inclduing bespoke developments 

· Enable knowledge transfer (training) from contractor to IO.
4.4 Results dissemination

All results obtained and design development in the frame of the work described in this document shall be made property of IO and can be partially or fully used for further specification.

4.5 Contact points

IO contact points for this contract are:

Technical matters: XXX
Contractual: XXX
4.6 ITER undertakings

N/A

4.7 Payment Schedule

The payment schedule is as follow; 40 % after approval of preliminary report and 60 % after approval of final report.
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